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ABSTRACT
Deep learning enables numerous applications across diverse areas.
Data systems researchers are also increasingly experimenting with
deep learning to enhance data systems performance. We present a
tutorial on deep learning, highlighting the data systems nature of
neural networks as well as research opportunities for advancements
through data management techniques. We focus on three critical
aspects: (1) classic design tradeoffs in neural networks which we
can enrich through a systems and data management perspective,
e.g., thinking critically about storage, data movement, and compu-
tation; (2) classic design problems in data systems which we can
reconsider with neural networks as a viable design option, e.g., to
replace or help system components that make complex decisions
such as database optimizers; and (3) essential considerations for
responsible application of neural networks in critical human-facing
problems in society and how these also link to data management
and performance considerations. While these are seemingly a di-
verse set of rich topics, they are strongly interconnected through
data management, and their combination offers rich opportunities
for future research.
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1 INTRODUCTION
Deep learning has seen an increasing amount of success. Deep
neural networks are powerful computational models that can learn
intricate and complex patterns directly from data [59]. By utilizing
deep neural networks, researchers across several research commu-
nities can now solve problems that had evaded them for decades.
These intricate computational models have come to power countless
aspects of our society today. For instance, by applying deep learning
models, researchers can localize and label objects within an image
3× more accurately than the best classical methods [65]. In addi-
tion, deep neural networks can translate languages, help drive cars,
and diagnose various diseases [12, 51, 71, 88]. Database systems
researchers are also experimenting with neural networks and ap-
plying them to enhance database system performance [29, 54, 111].
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This widespread impact also raises critical concerns on design-
ing and responsibly applying deep learning. These concerns arise
because of three aspects of deep learning models: (a) their perfor-
mance on any task is linked to the data we feed them with, (b) their
training process is stochastic, and (c) using them consumes vast
amounts of computing resources and energy.

This tutorial consists of three parts that blend deep learning with
concepts and considerations that have to do with data management,
data systems, and responsibility.

Part 1: A Systems Perspective on Deep Learning. Deep neural
networks may consist of hundreds of compute-intensive layers of
neurons trained through an iterative training procedure and de-
ployed across heterogeneous devices. The primary challenge is to
design methods that yield accurate deep neural networks while min-
imizing training time, inference time, and memory requirements.

In the first part of the tutorial, we provide the necessary back-
ground on neural networks from a systems perspective. We present
various techniques to optimize for the core metrics looking holisti-
cally at both accuracy and system-level metrics. Since, in practice
optimizing for one metric requires sacrificing another, we organize
the various techniques in a framework that classifies them regard-
ing how these techniques tradeoff between two or more metrics.

Part 2: Deep Learning for Data Systems. In the last five years,
an increasing amount of research applies deep learning-based so-
lutions to address a wide array of classical data systems problems
– these range from efficient query processing to data exploration
and visualization frameworks.

In the second part of the tutorial, we provide an overview of
these techniques across various database system components. We
explain how efficient data movement and computation techniques
can make it viable to apply deep learning to even more components
of a database system where we need both accuracy and efficient in-
ference (e.g., the optimizer). We categorize approaches with respect
to whether deep learning is used to enhance engineering/design
decisions or replace an existing system component.

Part 3: Responsible Deep Learning.When deep learning is ap-
plied to user-facing applications, then there are new challenges to
consider. For example, when we use deep learning to make deci-
sions that can directly impact humans, it is important to understand
how deep learning models made these decisions and why. In the
third part of the tutorial, we explore responsibility across three
dimensions: fairness, interpretability, and environmental impact.
Again, we bring attention to challenges and opportunities for fu-
ture research that are amenable to data management and systems
solutions such as data provenance and efficient processing.

Audience. The tutorial is designed for an audience with a basic
data management background (students, academics, researchers,
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and industry practitioners) and does not assume any background
in neural networks or machine learning.

Website. We make available the tutorial text with linked citations
and additional material, including slides, video, and a references
navigator at: daslab.seas.harvard.edu/dl-sys-responsibility/ .

Output. The learning outcomes are as follows:

(1) understanding deep learning from a systems perspective.
(2) understanding the tradeoffs between accuracy, training time,

inference time, and memory usage.
(3) exposure to systems-oriented research that exploits as well

as navigates these tradeoffs.
(4) exposure to machine learning in systems research that uti-

lizes neural networks to improve data system components.
(5) an appreciation for the societal issues regarding fairness,

interpretability, and environmental impact that applying
deep learning to the world around us brings up.

(6) exposure to new opportunities for data management and
systems researchers across different contexts: data sharing,
memory management, storage designs, distributed systems,
and how a holistic understanding of algorithm design,
systems performance, and responsibility is necessary.

2 PART 1: A SYSTEMS PERSPECTIVE ON
DEEP LEARNING

Fundamentals ofDeepNeuralNetworks.Deep neural networks
today have dozens of layers consisting of simple but non-linear
modules. Every layer in a neural network progressively transforms
its input from one level of representation to a more abstract level,
which better captures aspects of the data set that are meaningful
for a classification or detection task. Once a deep neural network
architecture has been specified, the training process is composed of
a set of alternating forward and backward passes until a specified
metric (usually training accuracy) converges.

We draw examples from convolutional neural networks in this
tutorial. This class of networks, first introduced for computer vision
tasks, is utilized in diverse applications such as drug discovery,
machine translation, and query optimization [102]. However, the
principles we discuss, such as the tradeoff between accuracy and
resources, apply to a wide range of deep learning paradigms.

A Query Processing Analogy. We can draw an analogy here be-
tween a query processing pipeline and a deep neural network. Like
operators in a query processing pipeline, layers in neural networks
function as semantic filters, only letting relevant information (i.e.,
patterns) go through to the next layer [59, 114]. Every layer has
both logic and weights associated with it. Training sets up the
pipeline (i.e., tunes the weights), and during deployment, we pass
every data item through this predefined pipeline.

Computation andDataMovement.Training and deploying deep
neural networks trigger a large amount of computation on huge
data sets [22]. The large data sets needed to train neural networks,
the parameters at every layer, and the intermediate results all con-
tribute to this data movement and computation. For instance, Wide
ResNets, a state-of-the-art class of neural network architectures,

can have up to a million weights per layer and over 40 layers in a
single network [113].

Metrics. There are two categories of metrics: quality-related met-
rics and resource-related metrics. Quality-related metrics include
training accuracy, generalization accuracy, and robustness, and
they quantify how good a deep neural network is at performing the
task it is trained for. On the other hand, resource-related metrics
such as training time, inference speed, and memory usage quantify
how efficiently a network can achieve the desired result [22].

Systems Tradeoffs in Deep Learning. Deep learning metrics
are tightly connected. The relationships between various metrics,
though, are non-linear and depend on the network architecture,
the training process, and the hardware in ways that we cannot
consistently map out. A challenge for researchers and practitioners
is to understand these relationships and design techniques that can
strike specific tradeoffs between two or more of these metrics [106].

We classify existing techniques that improve deep learning effi-
ciency in terms of how they tradeoff between various metrics. In
particular, we look at three such classes of tradeoffs: (i) techniques
to reduce the training and inference cost (both in terms of compu-
tation and memory overhead) at the expense of a possible decrease
in accuracy, (ii) methods to reduce the training and inference cost
by dedicating setup time to optimize deep learning pipelines before
training or deploying them, and (iii) research that trades off training
and inference time to reduce memory usage.

2.1 Accuracy vs. Time Efficiency

Compressing Deep Neural Networks. Compression reduces the
overall footprint of a neural network and is a prevalent technique
to reduce the training time, memory usage, and inference time. The
accuracy of the compressed network might be affected depending
on whether the technique is lossy or lossless. Compression tech-
niques in deep learning fall under three categories: (i) Quantization,
(ii) Parameter pruning, and (iii) Knowledge distillation [10].

Quantization approaches reduce the size of neural networks by
decreasing the precision of network parameters and intermediate
results. Both scalar and vector quantization techniques have been
explored that replace the original data by a set of quantization
codes and a codebook. This codebook may be constructed in a
lossless manner (e.g., Huffman encoding) or in a lossy manner
(e.g., low-bit fixed-points or K-means); How lossy this codebook is
determines whether or not the quantization affects accuracy. There
are proposals to quantize weights, intermediate results, or both
down to various precision levels, ranging from eight bits to just one
bit, e.g., in the case of Binary Neural Networks [17, 21, 64]. Similarly,
there are proposals to replace floating point numbers in networks
with integers that are more efficient to operate on [44, 110]. Finally,
some approaches dynamically learn how to quantize based on the
given architecture, data set, and hardware [11, 46, 81, 116].

Neural networkpruning approaches operate under the premise
that many parameters are either unnecessary or not extremely use-
ful and design techniques to remove those parameters [4]. Vari-
ous approaches prune at different granularity, e.g., parameter-level
[27], filter-level [31, 62], and network-level [58]. Similarly, vari-
ous approaches can be used to inform what to prune. These range
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from magnitude-based approaches (i.e., prune parameters with low-
magnitude) [27] to loss-based approaches (i.e., prune parameters
that have less effect on a given loss function) [65] to approaches
that automatically learn which parameters to prune [6].

Knowledge distillation approaches can reduce the memory
and computational footprint of deep neural networks by transfer-
ring the function that is learned by large networks into smaller
networks [34]. This class of methods has been used to improve
inference at the edge [79], to accelerate ensemble training [34], and
to bootstrap the training of large networks [117].

Training andDeployingDeepEnsembles.This tradeoff between
accuracy and various resources has also been extensively explored
while training ensembles of deep neural network, where not just
one but multiple networks are trained to perform the same task
[107]. Various approaches such as SnapShot Ensembles and Fast
Geometric Ensembles generate ensembles of deep neural networks
by training a single neural network model once and saving copies
of the model at various points in the training trajectory [18, 36].
Additionally, approaches like TreeNets and MotherNets capture the
structural similarity between different networks in a heterogenous
ensemble and train for it just once [60, 106]. All these approaches
provide lower accuracy than the baseline approach of training every
member of the ensemble from scratch but require significantly less
training time. MotherNets and TreeNets also reduce the memory
usage and inference time.

Relaxing Constraints in Distributed Settings. In distributed
settings, themajor contributor to both the inference and the training
cost is the overhead of communicating between different nodes.
Recent work reduces the communication cost by progressively
relaxing the constraint that all nodes need to have a fresh copy
of the network parameters at all times. Local SGD, for instance,
trains various copies of the network in parallel and averages their
parameters after a configurable number of training rounds [91].
Tangential to this are those methods that reduce the communication
cost by compressing gradients that get communicated between
devices [63]. Recently, there has also been work in prioritizing
what to communicate between machines [47].

2.2 Optimization Time vs. Training and
Inference Time Efficiency

Optimizing for Distributed Training. FlexFlow automatically
figures out a parallelization strategy given the network architec-
ture and the hardware setup. In particular, FlexFlow introduces an
additional optimization step that uses simulation and guided search
to decide on a near-optimal parallelization strategy [48, 67]. This
optimize-then-parallelize framework has been extended by various
subsequent systems to include memory constraints on devices as
well as consider devices with heterogenous compute power and
communication links [2, 52].

Optimizing for Inference. Additionally, some approaches use an
optimization step to tailor a model for inference. MorphNet, for
instance, iteratively resizes a network based on resource constraints
that can be in terms of either model size or computational require-
ments [23]. Mnasnet and Netadapt further extend this approach to

take into account particulars of the edge device that the network is
to be deployed on [94].

2.3 Training Time vs. Memory Efficiency

Recomputing Intermediate Results. Many approaches utilize
the observation that intermediate results (produced during the
forward pass) don’t need to be stored but can be recomputed when
needed. This reduces the overall memory that is needed to train a
neural network at the cost of some extra training time. In particular,
there are methods that store equidistant layers (i.e., checkpoints)
in the network and can train a network with geometrically less
memory at the cost of an additional forward pass [9, 25]. Recently,
Checkmate generalizes this framework and can find an optimal
checkpointing strategy given any amount of memory [45] .

Offloading Intermediate Results. Another set of solutions to
reduce the memory overhead of deep neural networks is to offload
the intermediate results to CPU memory [76]. This again results in
some additional training time overhead as the results need to be
reread from a slower memory subsystem.

DataManagementOpportunities.Wewill present opportunities
to apply established techniques from database management, such as
vectorized processing, end-to-end optimization, and layout design,
to further improve these classes of tradeoff in deep learning.Wewill
also highlight how paradigms from the data management world,
such as standardized benchmarks, query languages, and declarative
interfaces can further extend the usability of deep learning models.

3 PART 2: DEEP LEARNING
IN DATA SYSTEMS

We now discuss research that designs deep learning-based meth-
ods to enhance, automate, and even replace various data systems’
decision-making components.

Improving Query Optimization. Deep neural networks are de-
ployed at various stages of the query optimization pipeline. They are
used to improve selectivity estimates for queries targeting multiple
attributes [29, 30]. There are proposals to use deep neural networks
to generate query plans directly [102]. Finally, deep reinforcement
learning techniques are used to tune various design knobs within a
database system, such as the data layout and memory allocation to
various components [49, 61, 115].

Enhancing Access Methods. Neural networks are also used to
replace or enhance access methods and index structures such as B-
trees and Bloom filters. Learned indexes, for instance, can take the
form of deep neural networks and learn the mapping between data
items and their location, [54]. For instance, SageDB is a database
system that proposes a holistic database system designed around
learned components [53] and MLWeaving is an in-memory data
structure that enables faster learning of low-precision data [104].

Our ownwork on self-designing data systems [37] and a Calculus
of Data structures [38–40] show how to use neural networks to
navigate massive complex design spaces of fine-grained system
designs and learn cost models on how these primitives behave
without having to code the target system designs.



Enabling Data Exploration. Data exploration is an area of active
research within the data systems community to design tools and
techniques to enable a data scientist to understand the various
properties of new data sets [105, 108]. Deep reinforcement learning
techniques are applied to learn from user interactions and automati-
cally guide them to insights in their data sets [66, 82, 99]. Recurrent
neural networks are also used to enable natural language query-
ing of databases and generate exploratory queries [3, 87]. Lastly,
techniques inspired by deep word embeddings are used to enhance
similarity search within relational databases [15].

Compressing and IntegratingData. Finally, neural networks are
also used to compress relational data sets and enhance data integra-
tion through more accurate entity matching [41, 70]. For instance,
Bit-Swap uses hierarchical latent variable models to outperform
benchmark compressors.

ResearchOpportunities.Wewill present opportunities to rethink
several decision-making components within database systems and
extend them using deep learning models, including low-level and
high-level design decisions from data structure design to query
scheduling. Then, we will discuss opportunities to exploit the rep-
resentational capability of deep data embeddings to learn semantic
information about the data set that can inform both query pro-
cessing and guide database users. Finally, there are open questions
on extending, scaling, and managing deep learning-based access
methods and data models.

4 PART 3: RESPONSIBLE DEEP LEARNING
4.1 Fairness
The quality of deep learning models is measured in terms of ac-
curacy metrics (e.g., training error and test accuracy) and systems
metrics (e.g., training time and inference time). While these met-
rics capture how efficiently and accurately deep learning models
estimate specific patterns in the data, they do not give us a way to
understand and analyze potential bias present in the decisions that
such models make [13, 92].

The inherent technical problem is that the quality of the results
(predictions) we get from deep learning models depends on the
specific data set used for training the model. This is true for both
the data chosen for training and the labels used to describe the
training data. Both of these are choices made by humans who carry
and transfer their biases to the data. Similarly, deep learning model
building and design come with several tuning choices and judgment
calls to stop training and model tuning. Again these are all human
choices that carry the biases of human designers.

The absence of social biases awareness within the design process
and deep learning systems can have several negative implications
starting from themarginalization of vulnerable groups to the exacer-
bation of prejudice and discrimination. These effects are especially
problematic for applications that deal with social data, e.g., face
recognition or mortgage decisions. It is essential to ensure equi-
table predictions across all groups, and thus it is crucial to integrate
fairness as an evaluation metric for deep learning model design.
In this section of the tutorial, we first review different attempts to
formalize fairness and then describe various techniques to enhance
fairness in data and in algorithms.

Formalizing Fairness.Multiple frameworks have been introduced
to formalize the notion of fairness and its implications on machine
learning data, methods, and results [24, 69, 89]. A general framing
of fairness centers around three questions within the application
context: (i) Is it fair to apply machine learning to a problem? (ii)
If so, is there a fair way to do so? and (iii) Even if there is a fair
method, then are the results produced fair? [89]. A system can be
fair only when it provides contextual answers to these questions
and allows those affected by it to challenge or confirm fairness.

Recent studies utilize frameworks from areas outside Computer
Science to conceptualize fairness. One such set of studies borrows
from critical race theory and advocate understanding the instability
and multi-dimensional nature of various demographic categories
(such as race and gender). They use this notion of instability to
inform both the design and evaluation of algorithms [28, 35]. Simi-
larly, economic models of fairness such as equality of opportunity
[32], and transparent and accountable models for sensitive appli-
cations such as criminal sentencing and credit scoring [55] are
popular examples. Most relevant to the data systems community is
a recent study that advocates for developing a shared definition of
fairness across the board in engineering and data teams [73].

Fairness in Data. Deep learning pipelines heavily rely on training
data sets, which can replicate various pre-existing social biases
and inequality such as ethnicity- or gender-based discrimination.
A recent report highlights the existence of a significantly large
number of misleading gender stereotypes within data sets at Google
and how that carries over to resulting word embeddings [72].

There is a growing body of research to address the question of
fairness in data. First, there are approaches to ensure fairness at the
data collection level advocating for consent, power, inclusivity, and
transparency [20, 68]. For data sets that have already been collected,
there are proposals to accompany them with metadata explaining
their composition and collection process so that users can use them
in an informed manner [19, 93]. Complementary to this are data
pre-processing techniques to filter through already collected data
to generate a training set that is less biased and more diverse [8, 85].
Finally, there is work on augmenting and generating data to have
better privacy and fairness guarantees [74, 78].

Fairness in Algorithm. Unfairness can also occur at the algorith-
mic level, i.e., during the design and training of the deep neural
network. In one such example of algorithmic unfairness, a deep
neural network model could infer the gender of a person from im-
ages of their retina even though gender was not included in the
training data set [14, 109].

There are efforts to mitigate unfairness at the algorithmic level
both during and after training. A popular set of techniques is to use
adversarial learning, where two models are trained – the predictor
model that learns themost informative representation possible from
data and an adversarial model that reduces the predictor’s capability
to learn about protected attributes [16]. Some methods can remove
bias from an already trained deep neural network. These methods
proceed by detecting and removing neurons or parameters from
the network strongly correlated with protected attributes [50].

Data Management Opportunities. Both aspects of unfairness
mentioned above deal with concepts and properties familiar to the



data management and data systems community. Properly managing,
ensuring, and propagating data properties through ontologies and
systems optimizations to allow for more complex models or more
models (and thus better accuracy) are critical directions that can
help achieve a positive push for more ethical deep learning.

4.2 Interpretability
The results given by deep learning models used in practice are
extremely hard to understand and reason about. This is because
they have been generated by networks with millions of parameters
trained through a stochastic process. Theory lags far behind prac-
tice: Robust theoretical analysis exists only for very simple models
trained on very small data sets [1]. Interpretable deep learning has
emerged as a sub-field of deep learning that seeks to augment the
design, training, and deployment of deep learning models to make
them understandable to humans [7, 75, 84]. For instance, when
applying deep learning to decide whether to provide loans to an
individual, it is essential not only to have a final decision but also
to list reasons on which such a decision was made (so that it can
be verified). In addition, when applying deep learning in health
care it is critical to know exactly why certain suggestions are made
by the models as any wrong decision can be catastrophic. Over-
all, interpretable deep learning enables experts and non-experts to
understand, verify, and trust decisions made by neural networks.

We provide an overview of existing work on interpretable deep
learning across three directions: dimensionality reduction, visual-
ization, and model surrogacy.

Dimensionality Reduction. Deep learning pipelines are replete
with extremely high-dimensional data such as training data sets
and evolving neural network parameters. Dimensionality reduc-
tion techniques enable understanding high-dimensional data by
converting it into a low-dimensional representation while preserv-
ing meaningful properties [80, 96, 100]. A widely-used algorithm
for dimensionality reduction in deep learning pipelines is called
t-distributed Stochastic Neighbor Embedding (t-SNE) that preserves
local similarities present in high-dimensional data sets [100]. For
instance, t-SNE can convert the MNIST training data set (with 784-
dimensional images) into a two-dimensional representation while
maintaining clusters present in the data set, i.e., images belonging
to different classes in high-dimensional data stay in different clus-
ters in the low-dimensional representation. T-SNE and its variants,
such as Isomap and Locally Linear Embedding, can also be applied
to parameters of deep neural networks and its outputs. We can
use the resulting low-dimensional representation for debugging,
exploration, and visualization, making it much easier to understand
the data and potential biases being present.

Visualization of Relationships. Various methods help visualize
different aspects of deep learning to understand the trilateral rela-
tionship between input data items, parameters of a deep learning
model, and the outputs it produces [75]. For example, such visu-
alization can be very useful when a data scientist is interested in
mapping out sub-parts of a deep neural network responsible for
recognizing certain features present in an input image. Activation
Maximization is one such widely-used technique to achieve this.

Activation Maximization synthesizes an input that maximally ac-
tivates a specific part of the neural network [114]. This synthetic
input indicates the features that a specific part of a neural network
recognizes. Another set of techniques called DeconNet takes a spe-
cific layer in a convolutional neural network and operates in the
reverse direction to figure out patterns in an input image responsi-
ble for the activation produced by that layer [97]. This is often used
for debugging the scenario when the network produces incorrect
outputs. Finally, there is the technique of Network Inversion that
takes only the local information present at a layer in a neural net-
work and reconstructs the input [83]. This visualizes what aspects
of an input (e.g., image) are preserved at every layer. We can apply
all these techniques and their variants at various resolutions of a
neural network, ranging from a neuron to a layer or even a set of
layers. Together, they can construct detailed visualizations of how
inputs to the deep neural network get converted to decisions. Such
approaches do not solve the problem of bias in the data automati-
cally, but can play a drastic role in helping human designers more
easily spot bias in the data or design and act to fix it.

Model Surrogacy. Finally, a very standard approach used in prac-
tice is to approximate a deep neural network’s decision function
with self-explanatory surrogate models [84]. These surrogate mod-
els can be models which are straightforward or easier to interpret
such as linear classifiers, mixtures of decision trees, or even less
complex neural network models. One popular approach is Local
Interpretable Model-Agnostic Explanations (LIME) [77]. Given an
input and a deep neural network, LIME produces a linear surrogate
model that explains the contribution made by all input features to
the decision made by the deep neural network. LIME proceeds by
first defining a probability distribution around the input data point
and, then, learning a linear model that best matches the output
produced by the neural network on that distribution. Another ap-
proach is to use Knowledge Distillation. Here, the surrogate model
takes the form of a less complex deep neural network model that
mimics the deep neural network’s decision function. Overall, we
can combine model surrogacy approaches to produce explanations
at different semantic levels. For instance, this could be at the level
of pixels, image features, or classes of images.

Frameworks and Systems. Methods to interpret deep learning
models have been implemented both as a part of existing deep
learning frameworks and standalone packages in various program-
ming languages. Tensorboard is a neural network visualization and
debugging framework integrated with TensorFlow. Tensorboard
has tools for visualization of an end-to-end deep learning pipeline
and can provide visual summaries of the training data, the train-
ing process, and the trained deep neural network. TorchRay and
Captum provide implementations of various interpretable deep
learning algorithms in PyTorch. Other examples of such tools in-
clude DeepExplain and iNNvestigate that support different methods
to visualize, debug, and answer what-if questions.

In addition to these frameworks, there are proposals for full
systems for efficient visualization and debugging of trained deep
learning models. DeepVis is a system to visualize activations in
deep neural networks as they train [112]. Mistique is a system to
efficiently store, manage, and query deep learning models [101].



Deepbase provides a declarative interface to specify and test hy-
potheses and what-if queries on trained models [86].

Data Management Opportunities. Various techniques related
to interpretable deep learning, such as dimensionality reduction
and data visualization, have been extensively explored in database
research for understanding relational data. Many optimizations,
such as smart caching and aggregations, explored in the data man-
agement context can also be explored to improve deep learning
interpretability at scale. In addition to this, there are opportunities
to design end-to-end deep learning systems with in-built data and
model tracking during design, training, and deployment phases.
Here, various ideas explored in provenance-aware systems can be
applied to build interpretable deep learning systems.

4.3 Environmental Impact
Deep learning pipelines require an increasing amount of energy
to design, train, and deploy. Computational resources needed to
produce state-of-the-art deep learning models double every three
months and have grown by over 300000× from 2015 to 2020 [98].
For instance, even a single training phase of a large deep learning
model can emit as much CO2 as five cars produce throughout their
lifetimes. This environmental impact is set to grow exponentially.
This is because of: (i) growing training data sets and model sizes as
applications that need to employ deep learning get more complex,
(ii) lengthy feature generation, model design, and tuning steps
where designers have to train a model numerous times, and (iii)
increasing pressure for efficient deployment of models that can
produce results in the order of milliseconds.

Carbon Footprints.As a first step, it is critical to be able to capture
the energy efficiency of deep learning models and use that as a
metric in model design. For instance, Machine Learning Emissions
Calculator and the Green Algorithms Project can provide a detailed
breakdown of a model’s carbon footprint based on hardware, cloud
provider, and region [56, 57].

Green Hardware and Cloud Providers. Next, there are opportu-
nities to evaluate hardware and cloud providers. One such method
is to track the Power Usage Effectiveness Ratio (PUE) of cloud
providers and FLOPs/W of hardware and make choices that maxi-
mize these metrics given a workload [43, 56, 95]. Additionally, there
is growing research to investigate new paradigms such as photon-
ics and quantum computing to design specialized hardware that
drastically improves the metric of FLOPs/Watt [26].

Resolution-Setting Frameworks. Last, but not least, setting res-
olutions and tracking progress is a critical aspect. For instance,
Microsoft plans to be carbon-negative by 2030 [90] and Apple and
Amazon plan to attain carbon-neutrality by 2030 and 2050, respec-
tively [5, 33] by planning to utilize diverse renewable power sources
such as wind, solar, advanced nuclear, enhanced geothermal, and
green hydrogen for their data centers [42, 103].

Data Management Opportunities. Due to the origins of the is-
sues being the large data sizes and computational costs, data man-
agement and systems research can play a drastic role here. We
outline ongoing and open directions that data systems researchers

and practitioners can take to reduce deep learning’s environmen-
tal impact. First, there are opportunities to rethink model design,
training, and deployment to utilize existing hardware better, e.g.,
utilizing the massive mismatch between compute and IO capacities
of modern GPUs to design models that perform more compute
per IO or allocating deep learning jobs in the cloud to minimize
energy waste. We can also build deep learning systems that enable
reuse and caching across all stages, including data sourcing, design,
training, and deployment.
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