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Abstract—This paper proposes a dynamic and optimal pricing scheme for provisioning Sensors-as-a-Service (Se-aaS) [1] within the

sensor-cloud infrastructure. Existing cloud pricingmodels are limited in terms of the homogeneity in service-types, and hence, are not

compliant for the heterogeneous service oriented architecture of Se-aaS.We propose a new pricingmodel comprising of two components,

applicable for Se-aaS architecture: pricing attributed to Hardware (pH) and pricing attributed to Infrastructure (pI). pH addresses the

problem of pricing the physical sensor nodes subject to variable demand and utility of the end-users. It maximizes the profit incurred by

every sensor owner, while keeping inmind the end-users’ utility. pI mainly focuses on the pricing incurred due to the virtualization of

resources. It takes into account the cost for the usage of the infrastructural resources, inclusive of the cost for maintaining virtualization

within sensor-cloud. pI maximizes the profit of the sensor-cloud service provider (SCSP) by considering the user satisfaction. Simulation

results depict improved performance of pH in comparison to the traditional hardware pricing algorithms, viz. PPMandSprite, in terms of the

residual energy, proximity to the base station (BS), received signal strength (RSS), overhead, and cumulative energy consumption. The

results also show the tendency of the sensor-owners to converge to the end-user utility, but not exceed it.We also analyze the performance

of pI. The results show the optimality in the profit incurred by SCSPand the user satisfaction.

Index Terms—Sensor-cloud infrastructure, wireless sensor network (WSN), sensor owners, cloud pricing

Ç

1 INTRODUCTION

RECENT research [2], [3], [4] envisions sensor-cloud infra-
structure as a potential substitute for traditional wire-

less sensor networks (WSNs). Sensor-cloud infrastructure
thrives on the principle of virtualization of physical sensor
nodes and is essentially an offshoot of conventional cloud
computing [5], [6], [7], thereby rendering a powerful infra-
structure that interfaces between the physical and cyber
worlds. According to MicroStrain’s,1 who stands among
one of the pioneers in inventing this technology, sensor-
cloud infrastructure is defined as [2]:

A unique sensor data storage, visualization and remote man-
agement platform that leverage [sic] powerful cloud computing
technologies to provide excellent data scalability, rapid visualiza-
tion, and user programmable analysis.

Unlike the usual WSNs, sensor-cloud disseminates the
usability of the physical sensors to the commonmass of end-
users who do not have to own, maintain, or manage the
physical sensor nodes. The end-users possess their own
WSN-based applications which are fed by the sensed infor-
mation, directly from the sensor-cloud service provider

(SCSP), on-demand from the end-users. The underlying pro-
cedure of obtaining the raw sensed data from the physical
networks and the complex processing of those data are
completely abstracted from the end-users. Thus, virtualiza-
tion of the physical sensor nodes enables the end-users to
envision the Sensors-as-a-Service, commonly known as Se-aaS
[1], [4]. Se-aaS breaks the conventional perception of the sen-
sor nodes as typical hardwares and enables the users to envi-
sion it simply as a service, just like water or electricity.

As sensor-cloud infrastructure is the extension of cloud
computing, it complies with the features that are intrinsic to
the latter. A cloud platform generally conforms with a pay-
per-use model [8], [9], in which the end-users pay only for
those units of resources that they have utilized. Within sen-
sor-cloud infrastructure, end-users utilize the physical sen-
sors and the cloud infrastructure as per their demand and
pay as per their usage, to the SCSP. Thus, it is necessary to
develop a pricing scheme for Se-aaS to quantify the usage of
the end-users and charge them accordingly. The profit
incurred from the payment from the end-users is not only
enjoyed by the SCSP, but is also shared among the several
sensor owners whose physical sensors are registered within
sensor-cloud [10].

This work focuses to design a dynamic and optimal pric-
ing scheme, specifically for Se-aaS. Currently, different pric-
ing models are suggested for the various service oriented
architectures (SOAs), namely infrastructure-as-a-service
(IaaS) [11], [12], platform-as-a-Service (PaaS) [13], and
software-as-a-Service (SaaS) [14]. However, these pricing
models have been designed for homogeneous types of serv-
ices such as infrastructure, platform and software. On the

1. http://www.sensorcloud.com/system-overview
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contrary, Se-aaS follows a heterogeneous SOA in which ser-
vice is provisioned in the form of hardware as well as infra-
structure to the end-users.

1.1 Motivation

As mentioned earlier, the existing pricing schemes follow
homogeneous SOA, thereby rendering homogeneous serv-
ices such as “infrastructure”, “platform” and “software”.
Such pricing models incorporate the payment strategies
which primarily focus on the parameters related to the spec-
ified services only. However, sensor-cloud infrastructure
follows a heterogeneous SOA, thereafter providing a fusion
of two distinct service types such as “hardware” and
“infrastructure” [15], commonly known as Se-aaS. Natu-
rally, the existing pricing models do not deem fit for Se-aaS.
Thus, there persists an urgent need for designing a new and
efficient pricing model, specifically for Se-aaS. For proper
modeling and implementation of the sensor-cloud infra-
structure, it is important to measure the usage of the end-
users in terms of the infrastructural resources that are con-
sumed, along with the involvement of the underlying physi-
cal sensor nodes for the purpose of data gathering and
transmission. As the requirement of the end-users vary
with time and application, there arises a strong need to
design a dynamic pricing scheme that can balance and opti-
mize the cash inflows and outflows among the SCSP, the
sensor owners and the end-users. In order to satisfy the
business requirements, the profit of the SCSP needs to be
maximized while keeping in mind that the end-user is not
overcharged.

1.2 Contribution

The work presents significant research contributions, as
stated below:

1) In this paper, a pricing model is designed for hetero-
geneous SOA, Se-aaS, in which the end-users need to
pay for utilizing physical sensor nodes and the
sensor-cloud infrastructure, as per their application
demand.

2) The proposed algorithm for pricing of the physical
nodes is context-aware, and the price charged is
purely based on the quality of information (QoI) that
the end-user obtains finally.

3) The work takes into account the end-users’ satisfac-
tion and their net utility as one of the factors to estab-
lish the optimality in the pricing. The objective is to
maximize the expected individual profit made by
the several registered sensor owners along with the
profit made by the SCSP.

4) The proposed pricing model is energy-efficient, as
computations are primarily performed at the sensor-
cloud end, rather than at the physical sensor net-
work, thereby, reducing the complexity of pricing
computation among the physical sensor nodes.

5) The work presents a comparative study of the pro-
posed algorithms with some of the traditional
hardware pricing algorithms. The former clearly
outperforms the latter in terms of residual energy,
proximity with Base Station, received signal strength
(RSS), and overhead.

1.3 Organization of the Paper

The rest of the paper is organized as follows. Section 2 dis-
cusses the prior work that has been done so far in this
domain. Section 3 illustrates the problem scenario. The sys-
tem model is depicted in Section 4. Section 5 presents an
analysis of the results of simulation. Finally, we conclude
the work in Section 6.

2 RELATED WORK

Sensor-cloud infrastructure has recently been a major evolu-
tion in the field of research, as it is being envisioned as a
substitute for the traditional WSNs [3], [16]. It is an exten-
sion of cloud computing that efficiently manages the physi-
cal sensor nodes which are widely spread across the several
WSNs [10]. In our work, we design a dynamic and optimal
pricing scheme for rendering Se-aaS to the end-users. The
goal of the model is to maximize the profit incurred by the
SCSP as well as by the sensor owners.

Some prior work has been done on network pricing
[17], [18], [19], [20]. Ng and Seah [21] applied game the-
ory analyzing for truthful cooperation of physical nodes
in a sensor network. This work considered the behavior
of the colluding nodes involved in data delivery and the
message acknowledgment in a lossy, multihop wireless
network. Buttyan and Hubaux [22] have proposed a
secured pricing technique which encourages the physical
node to cooperate in message delivery and prevents from
network overloading. In fact some of the works [17], [18],
[20] also focused on the energy-efficiency aspects in
which the authors envisioned the problem of maintaining
resource efficiency as a functional objective of pricing.
However, such pricing considered only the network
attributes to be shared among the sensor nodes. In our
work, the goal is not to distribute the network parameters
but to provision Se-aaS through routing and forwarding
of data packets. In the process on involving intermediate
sensor nodes, we aim to optimize the energy efficiency
and maintain the user-satisfaction, simultaneously.

On cloud pricing, specifically, several schemes have
already been proposed for utilizing various cloud computing
resources [23]. Li and Li [24] proposed a hierarchical pricing
model, which considers the issues related to quality of ser-
vice (QoS) and the utility of both the users and the service
providers thereby enforcing a fair approach for both the par-
ties. The authors of [9], [25], [26] in their work have proposed
dynamic pricing schemes adopting a revenue management
framework from economics. The works suggest a pricing
model inwhich the providermakes a profitablemarginwith-
out affecting the customers’ demands in the near future. The
major challenges of this work is to predict how the demands
of the users change with the change in the price, based on
which the dynamic pricing model is suggested. Sharma et al.
[27] proposed a pricing model that mainly focuses on two
constraints: (a) the QoS to provide greater service satisfaction
from the user perspective and (b) profitability aspects from
the cloud service provide perspective. Son and Sim [28] have
studied on both the pricing and time-slot negotiation for the
various usage of the cloud services.

Few works focus on dynamic resource pricing within a
prespecified time-limit and fixed resource budget ensuring
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QoS [29], [30], [31], [32]. Qin et al. [33] proposed a dynamic
pricing model, which is flexible to the change in the demand
of the end-users and accordingly, it adjusts the pricing of
the cloud resources. Jangjaimon and Tzeng [34] have imple-
mented an ‘enhanced adaptive incremental checkpointing’
(EAIC) meant to significantly reduce the effective monetary
cost involved in the expected turnaround time of an end-
user application. Kantere et al. [35] have designed a pricing
scheme for the data cache of the cloud infrastructure. Few
works [36], [37] have focused on price-based load balancing
or resource sharing.

However, all of the above are designed only for a spe-
cific service. As Se-aaS is built on a heterogeneous SOA,
serving both infrastructure and hardware, we design and
implement a dynamic and optimal pricing scheme for
Se-aaS. The proposed scheme considers issues that are
inherent to the heterogeneity of services of sensor-cloud
infrastructure.

3 PROBLEM SCENARIO

This work focuses on determining the price to be charged by
the SCSP from the end-users (based on his/her usage), to
achieve the following goals:

1) Maximizing the profit made by the SCSP.
2) Maximizing the profit of the sensor owners whose

physical sensor nodes either participate as the source
sensor nodes or as the intermediate hop nodes.

3) Ensuring that the end-users are not overcharged,
thereby achieving end-users satisfaction.

As per the requirement of the end-users, the SCSP deter-
mines the source sensor node, and the other participating
physical sensor nodes that are to be activated. The source
sensor node may not be within direct reach of the BS,
thereby leading to a multi-hop transmission. The other
nodes of the network are encouraged to participate as the
intermediate hops, as they are offered incentives for their
participation. The incentives are determined as per the pol-
icy to gain a net positive profit.

Some cost is also incurred for using and maintaining
the sensor-cloud’s infrastructural resources—the virtual
machines, the virtual sensors, the IT resources, the process-
ing ability of the cloud, and so on. Considering all these
related aspects, the SCSP regulates the price to be paid by
the end-users. Fig. 1 provides a pictorial illustration of the
scenario.

4 SYSTEM MODEL

There is a set of m physical sensor nodes, N ¼ fn1; n2;
n3; . . . ; nmg, within the physical sensor network of the sen-
sor-cloud infrastructure, registered by their respective sen-
sor owners. S represents the set of sensor owners. The
owner of sensor node ni is denoted by sðniÞ. E ¼ fe1; e2;
e3; . . . ; elg, represents the set of end-users requesting for the
data from the SCSP. We formally define the components of
the proposed system as follows:

� S0 ¼ fsðn1Þ; sðn2Þ; sðn3Þ; . . . ; sðn0Þg, n0 <n, where S0�S
represents the sensor owners whose physical sensor
nodes are actually utilized during the data transmis-
sion for a particular end-user e.

� n1 represents the source sensor node, ni, 2 � i � n0,
represents the hop node.

� Pt
sðnjÞ, 1 � j � n0 represents the price charged by the

sensor owner sðnjÞ for utilizing its physical sensor
node at time instant t.

� VMe represents the Virtual Machine created for the
end-user e, e 2 E.

� VSe ¼ fvs1; vs2; . . . vskðtÞg, where VSe represents the
set of virtual sensors created within VMe at time
instant t for e.

� CVMeðtÞ represents the cost of VMe at time t.
� PVMe represents the price charged by the SCSP from

end-user e for using VMe.
� PvsiðtÞ represents the price charged by the SCSP to

the end-user e for the virtual sensor vsi at time
instant t.

� �e
vsi
ðtÞ represents the demand by the end-user e for

the virtual sensor vsi at time instant t.

Fig. 1. Network architecture of sensor-cloud.
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� c represents the criticality of the data per unit time.
� R represents the total number of requests made by

all the end-users.
� w represents the service rate of the SCSP.

4.1 Assumptions of the Model

1) A single SCSP and multiple sensor owners are pres-
ent in the system, i.e., the system is monopolized
with respect to the SCSP, and oligopolized with
respect to the sensor owners.

2) An end-user is allocated a single VM. However, allo-
cation of multiple virtual sensor nodes within the
VM is permitted.

3) An end-user continues to accept the prices charged
at time t, until s/he is dissatisfied at time tþ 1.

4) The physical sensor nodes periodically transmit con-
trol packets to the cloud end to enable the SCSP to be
aware of the health information of the nodes.

5) Every physical sensor node is static, and is aware of
the location coordinates of itself, its neighbors and
the corresponding BS.

In Fig. 1, the sensor owner sðn1Þ owns the source sensor
nodewhich generates the required data. sðn1Þ needs the help
of any immediate physical sensor node in order to transmit
the data. The SCSP encourages the neighboring physical
nodes of the source sensor node to participate in the data
transmission. The source sensor node n1 chooses one of its
neighbors as the next hop node n2, based on a utility value.

sðn1Þ charges sðn2Þ with price Pt
sðn1Þ.2 Pt

sðn1Þ is accepted by
the hop node owned by the sensor owner sðn2Þ. With the

intention to make profit, sðn2Þ charges a price Pt
sðn2Þ greater

than Pt
sðn1Þ to its next willing participant. This pricing

scheme continues until the data finally reaches the last par-
ticipating hop node. The last hop node owned by the sensor

owner sðn0Þ charges a price Pt
sðn0Þ to the end-user ewho actu-

ally requested the data. Furthermore, it is intuitive that Pt
sðn0Þ

> Pt
sðn0�1Þ > � � � > Pt

sðn2Þ > Pt
sðn1Þ. In order to transfer the

required data, the infrastructural resources of the SCSP are
utilized. Based on the end-user demand, the virtual
machines and the component virtual sensors are created for
which the SCSP charges some amount of price. This profit is
solely enjoyed by the SCSP for provisioning infrastructure as
a service. We fragment the pricing scheme of Se-aaS into two
distinct modules and propose two different algorithms:

a) Pricing attributed to Hardware (pH)
b) Pricing attributed to Infrastructure (pI).

4.2 pH: Pricing Attributed to Hardware

The pricing attributed to the usage of the physical sensor
nodes concern the profit of the respective sensor owners. As
the source sensor node n1 generates the raw sensed data, it
either directly transmits it to the BS in a single-hop, or follows
a multi-hop route. Motivated by the pricing strategies men-
tioned in [38], [39], we design the proposed pricingmodel for
the hardware usage. We propose a context aware optimal
pricing scheme for the usage of the physical sensor nodes.

4.3 Selection of the Next Hop Node

In order to transmit data from the source sensor node n1 to
the Base Station BS,3 n1 selects the next hop node n2 with
the maximum utility h among all the nominated hop nodes,
in set Hn1 . The transmission radius of n1 at t is denoted as

rn1ðtÞ. The set of physical sensor nodes that are located

within the transmission area An1ðtÞ ¼ prn1ðtÞ
2 is considered

to be the nominated hop nodes. Thus, Hn1 ¼ fh1; h2; h3; . . . ;

hbg j �ðhj; n1Þ � rn1ðtÞ, where �ðÞ computes the inverse of the

Euclidean distance between two nodes. The node hi with
the maximum utility hmax emerges as the winner hop node
among all the participating physical nodes. The utility of
node hi at time instant t is dependent on the following
factors.

� Residual energy: The utility hhiðtÞ of hi at t is depen-
dent on its residual energy level, QhiðtÞ, which

expressed as,

QhiðtÞ ¼
Ecur

hi

Einit
hi

; (1)

where Einit and Ecur are the initial and current
energy level of hi, respectively.

� Proximity to the BS: hhiðtÞ is dependent on the euclid-
ean distance �ðhi; BSÞ between node hi and BS.

�ðhi; BSÞ ¼
� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðBSxi � hxiÞ
2 þ ðBSxi � hyiÞ

2
q ��1

(2)

hxi , hyi , BSxi , and BSyi being the abscissa and ordi-
nate of hi, and the BS, respectively.

� Received signal strength: The Received Signal Strength
of hi, RSShi , is also one of the factors affecting its
utility at time instant t. We have,

RSShiðtÞ ¼ chi

P tr
hi
ðtÞ

�ðhi; n1Þa
; (3)

where Ptr
hi

is the transmitted power, chi
which com-

prises of all the other factors affecting RSS such as
the antenna gain and antenna height, and a denotes
the propagation constant [40]. In our problem sce-
nario, a ¼ 2.

� State transition overhead:Node hi exists in either of the

three states —active ðS0
hi
Þ, passive ðS1

hi
Þ, and sleep

ðS2
hi
Þ. For the data transmission, hi needs to exist in

the active state S0
hi
. The state transition overhead in

terms of energy dissipation while switching from S1
hi

or S2
hi

to S0
hi

is denoted by, Ppq; p ¼ fS0
hi
; S1

hi
; S2

hi
g;

q ¼ fS0
hi
g. Quite intuitively, PS1

hi
S0
hi

� PS2
hi
S0
hi

. How-

ever, when hi remains in the active state, there is ide-
ally no overhead. We assume PS0

hi
S0
hi

! 0.

Definition 1. The utility hhiðtÞ of a hop node hi, 8i ¼ f1; 2;
3; . . . ; bg, at time instant t, is a function of its residual energy

2. Although it appears that the price charged by one sensor owner is
paid by another, the net price is essentially paid by the end-user.

3. It is to be noted that to ensure fault tolerance and efficiency, in
practice, the system model may support multiple BSs. However, for the
sake of simplicity and understandability, we consider a single BS in
this paper.
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QhiðtÞ, its received signal strength RSShiðtÞ, its proximity to
the BS �ðhi; BSÞ, and its state transition overhead Ppq. hhiðtÞ
is expressed as,

hhiðtÞ ¼
�
QhiðtÞ þ g�RSShiðtÞ�ðhi; BSÞ

Ppq

�

g being a normalization factor with the same unit as that of �.

Having computed the utility of every nominated hop
node, the node with the maximum utility emerges as the
winner hop node. Thus, without the loss of generality we
can infer,

ni ¼ max
8hk2Hni�1

hhkðtÞ: (4)

4.4 Context-Aware Pricing

Having decided the next hop node, we now propose a con-
text-aware pricing scheme. Initially, we determine the
expected price to be charged by the last hop node sðn0Þ,
which is denoted by Pt

sðn0Þ. The context of the data is exam-
ined in terms of few parameters which we describe below.

Definition 2. Transmission confidence of the data between a pair
of nodes < a; b > at time t, fa;bðtÞ, is expressed in the form of
profit/loss factor based on the difference of the raw sensed data
between the sender and the receiver nodes [41]

fa;bðtÞ ¼
1
N fa;bðt� 1ÞeðrdÞðtÞ; r ¼ jDa �Dbj < rth
1
N fa;bðt� 1Þe�ðrdÞðtÞ; otherwise;

�
(5)

where N is a factor for normalization, r is the absolute devia-
tion of the transmitted data Da from the received data Db, and
d is the profit/loss factor.

Definition 3. The temporal relevance of the data T at time t is
defined as the tolerable time interval, beyond which the data is

assumed to be insignificant. Thus, T ðtÞ ¼ td
tr
; 0 � tr � td � k,

where td and tr are the time instants of detecting an event at ni

and receiving the data at niþ1, respectively. If tr � td exceeds
k, T is considered to be negligible, i.e., T 	 0.

Motivated by the general design for the metric QoI [42],
we model the QoI of node ni at time t as, Qni ¼ vniQni�1þ
hni ;Qn1 ¼ 1, where vni is the discounting factor at time t,

which is expressed as vni ¼ Qnifni�1;niT . Thus, we get,

Qni ¼
Yni
j¼2

vnjQn1 þ
Xni�1

k¼2

Yni
l¼kþ1

vnlhnk þ hni : (6)

Definition 4. The price Pt
sðn0Þ charged by sensor owner sðn0Þ of

the last hop node n0, is directly proportional to the QoI of the
data of n0 at time t,

Pt
sðn0Þ / Qn0 ðtÞ ) Pt

sðn0Þ ¼ c1ðtÞQn0 ðtÞ; (7)

where c1 is a multiplicative factor that accounts for both the
signal attenuation in terms of the nodal signal to noise ratio
(NSNR) [43] and the total number of transmission attempts
for the corresponding packet. Thus, we have,

c1ðtÞ ¼ g
PsignalðtÞ
PnoiseðtÞ

; (8)

where Psignal, Pnoise, and g are the power of signal and the
background noise, and the count of the transmission attempts,
respectively.

Definition 5. The utility U of the end- user e is defined as the
amount of data received per virtual sensor vsi per unit time.
Thus, U 	 Uðg1; g2Þ.

Motivated by the works of Lam et al. [39], and Fudenberg
and Tirole [44], we illustrate the strategy profile of the pro-
posed system as follows.

Strategy profile:

� The end-user e obtains data from a virtual sensor vsi
for a time period, t. The end-user follows a myopic
strategy: it retains a virtual sensor vsi at time t, if

ðt � tÞ and ðU 
 pt
sðn0ÞÞ i.e., within the time period t,

the end-user accepts the service if and only if the
utility U is higher than the price to be payed by the
end-user.

� The sensor owner sðniÞ, 8i ¼ f2; 3; . . . ; n0g, of a par-

ticipating hop node, charges a price p�sðniÞðpsðni�1ÞÞ
which is dependent on the price charged by the pre-
vious sensor owner sðni�1Þ.

p�sðniÞðpsðni�1ÞÞ 2 argmax
psðniÞ

��
psðniÞ � psðni�1Þ

�

P

�
U 
 msðniÞðpsðniÞÞ

�� (9)

where msðniÞðpsðniÞÞ is the mark up function, as
defined in Definition 6. As depicted in Equation (9),
a sensor-owner sðniÞ strategically claims his/her
price by probabilistically determining the effective
price payable (by the end-user) to the stream of
sensor-owners sðniÞ to sðn0Þ. For the strategy to
be effective, it also considers the probability of
the end-user to be willing to pay the price,

ðP ðU 
 msðniÞðpsðniÞÞÞÞ.
� The owner of the last hop node sðn0Þ charges a

decreasing price sequence fpsðn
0Þ

t g. We have,

p
sðn0Þ
t ¼ c1ðtÞ

�Yn0
j¼2

vnjðtÞQn1

þ
Xn0�1

k¼2

Yn0
l¼kþ1

vnlðtÞhnkðtÞ þ hn0 ðtÞ
�
:

(10)

Equation (10) considers the QoI of the final data
received at the cloud-end.

Definition 6. The mark-up functionmsðniÞðpsðniÞÞ of the proposed
system is defined as the price that an end-user has to pay for the
stream of nodes from node ni to n0 after the price is fixed at ni.

Thus,msðniÞðpsðniÞÞ is expressed as,
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msðniÞðpsðniÞÞ ¼
p�sðn

0Þðp�sðn0�1ð:::ðp�sðniþ1ÞðpsðniÞÞÞ:::ÞÞ;
i ¼ f1; :::; n0 � 1g

psðn
0Þ; i ¼ n0:

8><
>:

(12)

With the assumption that g1; g2 are known, we deter-

mine the optimal price p�sðn
0Þ 2 ½g1; g2� charged by sðn0Þ.

We have,

ðpsðn0Þ � psðn
0�1ÞÞP ðU 
 msðn0Þðpsðn0ÞÞÞ

¼ ðpsðn0Þ � psðn
0�1ÞÞ g2 � psðn

0Þ

g2 � g1

 !
: (13)

On differentiating Equation (13) w.r.t psðn
0Þ and equating

to zero, we get the optimal price p�sðn
0Þ as,

p�sðn
0Þ ¼

g1; if psðn
0�1Þþg2
2 < g1

psðn
0�1Þþg2
2 ; if psðn

0�1Þþg2
2 2 ½g1; g2�

g2; otherwise:

8><
>: (14)

On iterating the above process, we derive the optimal
price p�sðniÞ charged by the owner, sðniÞ of any participating
hop node 8i ¼ f2; 3; . . . ; n0g, as shown in Equation (11).

The optimal price p�sðn1Þ charged by the owner of the
source sensor node sðn1Þ is,

p�sðn1Þ ¼
g2
2 ; if ð2n0�1Þg1 � ð2n0�1 � 1Þg2 � g2

2

ð2n0�1Þg1 � ð2n0�1 � 1Þg2; otherwise:

�
(15)

Theorem 4.1. The theoretical maximum of an end-user utility, g2,

is dependent on the price charged by the last hop node, p�sðn
0Þ

and the price charged by the second last hop node, psðn
0�1Þ.

Proof. We obtain the optimal price charged by sðn0Þ from
Equation (14). Thus, to maintain the optimality in
price, the utility provisioned to an end-user has an upper

bound g2max. We observe that, as psðn
0�1Þþg2
2 2 ½g1; g2�,

g2 ¼ 2p�sðn
0Þ � psðn

0�1Þ, and as psðn
0�1Þþg2
2 > g1, g2 ¼ p�sðn

0Þ.

Now,

g2 ¼ 2p�sðn
0Þ � psðn

0�1Þ

¼ p�sðn
0Þ þ p�sðn

0Þ � psðn
0�1Þ:

Since ðp�sðn0Þ � psðn
0�1ÞÞ is the net profit of sðn0Þ, it is

expected to be a positive quantity. Thus, we infer

g2max ¼ 2p�sðn
0Þ � psðn

0�1Þ. This implies,

g2max ¼
2p�sðn

0Þ � psðn
0�1Þ;

if g2 2 maxð2g1 � psðn
0�1Þ; psðn

0�1ÞÞ
p�sðn

0Þ; otherwise:

8<
: (16)

This concludes the proof. tu

Corollary 4.1. The maximum utility g2 obtained by an end-user
e, at a particular time instant, is dependent on the number of
hop nodes n0.

Justification: Ideally, every sðniÞ; 8i 2 f1:::n0g, makes a net

positive profit. Therefore, fp�sðniÞg is a non-decreasing

sequence. Hence as n0 increases, p�sðn
0Þ also increases. This

justifies the statement.

Proposition 4.1. For a single hop case, i.e., when the source node
n1 behaves as the only hop node, the maximum utility that can
be provisioned is twice the price charged by sðn1Þ.

Proof. For a single hop case, n1 directly connects to BS, i.e.,
n0 ¼ 1. From Equation (15), we infer that, as g2 
 2g1,

g2 ¼ 2p�sðn1Þ, and when g2 < 2g1, g2 < 2p�sðn1Þ. Thus,
without the loss of generality we can say, g2max �
2p�sðn1Þ. This completes the proof. tu

4.5 pI: Pricing Attributed to Infrastructure

In terms of the usage of infrastructure within the sensor-
cloud platform, whenever end-user e requests the SCSP
for some data to be fed into his/her application, the SCSP
creates a VM dedicated to e, VMe. The number of virtual
sensors within VMe that are created and deleted depends
upon the requirement of e, and, thereby, being time
dependent, and is denoted by kðtÞ. Based on the demand
�e
vsi
ðtÞ of e for virtual sensor vsi, the price charged by the

SCSP is PvsiðtÞ at time instant t. CVMeðtÞ is the cost of cre-

ating VMe within the cloud platform, inclusive of the ini-
tial cost for creating the instance of VMe, BVMe , and the
cost for maintaining it over time. The maintenance cost of
a VMe is charged from the time it is built (tbuilt) till it is
discarded. The maintenance cost of a VMe per unit time,
MVMe , comprises of the cost for creating its component
virtual sensors vsi 2 VSe, in addition to the maintenance
cost per unit time, for each of them. Thus,

CVMeðtÞ ¼ BVMeðtÞ þMVMeðt� tbuiltÞ (17)

MVMeðt� tbuiltÞ ¼
XkðtÞ
i¼1

�
Bvsi þMvsiðt� t0iÞ

�
(18)

where t0i represents the time instant at which the virtual
sensor vsi is created. The final equation of the cost incurred
by the SCSP for the creation and maintenance of VMe and
its corresponding virtual sensors, at time t is,

p�sðniÞ ¼
ð2n0�iÞg1 � ð2n0�i � 1Þg2; if p

sðni�1Þþg2
2 < ð2n0�iÞg1 � ð2n0�i � 1Þg2

psðni�1Þþg2
2 ; if psðni�1Þþg2

2 2 ½ð2n0�iÞg1 � ð2n0�i � 1Þg2; g2�
g2; otherwise

8><
>: (11)

208 IEEE TRANSACTIONS ON SERVICES COMPUTING, VOL. 10, NO. 2, MARCH/APRIL 2017



CVMeðtÞ ¼ BVMeðtÞ þ
XkðtÞ
i¼1

Bvsi þ
XkðtÞ
i¼1

Mvsiðt� t0iÞ: (19)

A virtual sensor comprises of a set of homogeneous (with
respect to sensing hardware) physical sensors serving a par-
ticular application. The creation and deletion of the virtual
sensors is completely dependent on the end-user’s require-
ment. However, if a virtual sensor is unused for a long time
duration, the maintenance cost exceeds the cost of creating
the same. In such cases, it is preferred to delete a virtual sen-
sor and create it when required.

Proposition 4.2. The optimum time interval ~t between two

consecutive demands for a particular virtual sensor vsi is
Bvsi
Mvsi

.

Proof. We assume that the last time instant at which the
maintenance cost equals the cost of creation of vsi is
tmax and t represents the current time instant. Thus,
Mvsiðtmax � tÞ ¼ Bvsi . Thus, for all t0 > tmax,

Mvsiðtmax � t0Þ > Bvsi ) tmax ¼ Bvsi

Mvsi

þ t (20)

Thus; ~t ¼ tmax � t ¼ Bvsi

Mvsi

: (21)

tu

Corollary 4.2. The instantaneous cost incurred at the cloud end,
for a virtual sensor vsi, at time t0, (Cinst

vsi
ðt0Þ), is dependent on

the time instant when the last demand was placed.

Proof.We assume that the last demand for vsi was placed at
tlast. From Proposition 4.2, it follows that, at current time
instant t0, if t0 � tlast < ~t, then the instantaneous cost
for vsi will be only due to maintenance at t0. Otherwise, it
includes both the creation and maintenance cost. Thus,

Cinst
vsi

ðt0Þ ¼ Mvsi ; t0 � tlast <
Bvsi
Mvsi

Bvsi þMvsi ; otherwise:

(
(22)

This completes the proof. tu

Definition 7. The net profit of the SCSP at time t, rðtÞ, is defined
as the difference of the total price charged from the end-user
and the sum of the cost incurred in creating and maintaining
the VM for a particular end-user e and the overall price

charged through pH for e (psðn
0Þ

e ðtÞ). Thus, rðtÞ is expressed as,

rðtÞ ¼
�XkðtÞ

i¼1

�e
vsi
ðtÞPvsiðtÞ

�
þ PVMe � CVMeðtÞ � psðn

0Þ
e ðtÞ;

(23)

where the price charged for each virtual sensor is a function of
the rate of change of demand for each vsiðtÞ.

Theorem 4.2. The price charged for a virtual sensor, vsi, is based
on the memory of demand: the price PvsiðtÞ charged at a partic-
ular time instant t, is based on the previous demands
�vsiðt� 1Þ, and the jth order of rate of change of demands over

time,
dj�vsi
dtj

, 1 � j � n, n 2 N.

Proof. As in Corollary 4.2, the instantaneous cost of the vir-
tual sensor depends upon the time instant at which the
demand was last placed. Thus, as the rate of demand
increases within ~t, the cost decreases accordingly.
Therefore, for a vsi,

CvsiðtÞ ¼ f

�
�e
vsi
;
d�e

vsi

dt
; . . . ;

dn�1�e
vsi

dtn�1
;
dn�e

vsi

dtn

�
: (24)

From Equation (23), we see that an increase in the cost,
increases the price of vsi, for the SCSP to make positive
net profit, i.e., price and cost are linearly connected.
Thus,

PvsiðtÞ ¼ f

�
�e
vsi
;
d�e

vsi

dt
; . . . ;

dn�1�e
vsi

dtn�1
;
dn�e

vsi

dtn

�
: (25)

Fig. 2 shows the relationship between demand and price.
We have assumed that in Figs. 2a, 2b, and 2c, demand
follows a Poisson distribution (n ¼ 50) with varying
mean ( m ¼ 10, m ¼ 25, m ¼ 35 ), respectively. We observe
that the change in price is significant with the first order
derivative of the demand. However, there is not much
effective change reflected from the higher order deriva-
tives of the demand. Therefore, for the sake of simplicity,
in this work, we have,

PvsiðtÞ ¼ a
d�e

vsi
ðtÞ

dt
þ b�e

vsi
ðtÞ; (26)

where the parameters a;b are assumed to be system-
modeled coefficients. This completes the proof. tu

At a particular time t0, we have, R representing the total
number of requests made by all the end-users 2 E

Fig. 2. Analysis of price-demand relationship.
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R ¼
Xl
j¼1

Xkðt0Þ
i¼1

�
ej
vsi ; 8ej 2 E; 8vsi 2 VSej : (27)

Since the service rate of SCSP is w, the expected time to fin-
ish serving a request, inclusive of the waiting time and the

time being served is, 1
w�R [12], [45]. Therefore, the time spent

for waiting is 1
w�R � 1

w [12]. Thus, the expected finishing time

for e is,

1

w�R
� 1

w
þ
Pkðt0Þ

i¼1 �e
vsi

w
¼ R

wðw�RÞ þ
Pkðt0Þ

i¼1 �e
vsi

w
: (28)

Definition 8. The user satisfaction ueðtÞ for a particular end-user
e at any time instant t, is a function of the total demand made
by e for all the virtual sensors within VMe, the total cost
incurred at the sensor-cloud end for serving the demand, and
the total price charged by the SCSP.

ueðtÞ ¼
XkðtÞ
i¼1

�e
vsi

� c

�
R

wðw�RÞ þ
PkðtÞ

i¼1 �
e
vsi

w

�

�
�XkðtÞ

i¼1

PvsiðtÞ þ PVMe

�
:

(29)

The main objective of our work is to maximize the total
profit of the SCSP over time T , while considering the user
satisfaction, i.e.,

FðT Þ ¼
XT
t¼0

rðtÞ (30)

subjected to; �e
vsi


 0; 8i ¼ 1; 2; 3; . . . ; kðtÞ (31)

XkðtÞ
i¼1

�e
vsi

� c

�
R

wðw�RÞ þ
PkðtÞ

i¼1 �
e
vsi

w

�

�
�XkðtÞ

i¼1

PvsiðtÞ þ PVMe

�
> veopt;

(32)

where vopt is the threshold value, below which the values of
ueðtÞ are not allowed. From the Equation (30), we observe
that rðtÞ can be maximized for every time instant t. Accord-
ingly, FðT Þ can be maximized. rðtÞ is simplified as,

rðtÞ ¼
XkðtÞ
i¼1

�
�e
vsi
ðtÞPvsiðtÞ

�
þ PVMe � CVMeðtÞ � psðn

0Þ
e ðtÞ

¼ F

�
�vs1 ; �vs2 ; . . . ; �vskðtÞ ; t01; t02; . . . ; t0kðtÞ

�
:

We aim to maximize F using the approach of lagrange
multiplier. Thus,

rF

�
�vs1 ; �vs2 ; . . . ; �vskðtÞ ; t01; t02; . . . ; t0kðtÞ

�

¼ uru

�
�vs1 ; �vs2 ; . . . ; �vskðtÞ

�
;

(33)

where u is the Lagrangian multiplier. We have,

@F

@�e
vsi

¼ a
d�e

vsi

dt
þ b�e

vsi
þ �e

vsi

�
a

d

d�e
vsi

d�e
vsi

dt
þ b

�
(34)

@ue
@�e

vsi

¼ 1� c

�
w2 � 2wR

w2ðw�RÞ2
þ 1

w

�

�
�
a
d�e

vsi

dt
þ b�e

vsi
þ �e

vsi

�
a

d

d�e
vsi

d�e
vsi

dt
þ b

��
:

(35)

Using Equations (33) through (35), we get,

a
d�e

vsi

dt
þ b�e

vsi
þ �e

vsi

�
a

d

d�e
vsi

d�e
vsi

dt
þ b

�

¼ u

�
1� c

�
w2 � 2wR

w2ðw�RÞ2
þ 1

w

�

�
�
a
d�e

vsi

dt
þ b�e

vsi
þ �e

vsi

�
a

d

d�e
vsi

d�e
vsi

dt
þ b

���
:

(36)

At a particular time instant t0,
d�evsi
dt0 ¼ 0. Assuming

a
d�e

vsi

dt
þ b�e

vsi
þ �e

vsi

�
a

d

d�e
vsi

d�e
vsi

dt
þ b

�
¼ K (37)

we get,K ¼ 2b�e
vsi
. UsingK and Equation (36), we get,

u ¼
2b�e

vsi

1� c

�
w2�2wR
w2ðw�RÞ2 þ

1
w

�
� 2b�e

vsi

: (38)

5 SIMULATION RESULTS

In this Section, we present and analyze the results of
simulation. Followed by this, the complexity analysis of
both pH and pI are provided. The generic test-bed infor-
mation for pH and pI is provided in Table 1. Although
this work is one of the first attempts to design a pricing
scheme for sensor-cloud, some of the hardware pricing
solutions that are found similar (but not exact), are dis-
cussed in Section A. The simulation setup for pH is
shown in Table 2. Some comparative analysis of the pro-
posed solutions with the benchmark approaches are also
performed.

5.1 Analysis of pH

We initially compare pH with few identified benchmark
solution approaches. Followed by this, we also evaluate the
performance of pH separately. The performance metrics
that are considered for comparison are:

TABLE 1
Testbed Information for pH and pI

Parameters Values

Processor Intel(R) Core(TM) i5-2400 CPU @ 3.10 GHz
RAM 4 GB, DDR3
Disk Space 320 GB
Operating System Ubuntu 14.04 LTS
Application Software MATLAB R2013a
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� Mean residual energy
� Mean proximity with BS
� Mean RSS
� Mean state transition overhead
� Cumulative energy consumption
� Packet delivery rate.
The first four are already defined in Section 4. The simu-

lation metric for cumulative energy consumption is dis-
cussed later in this section, with the corresponding results.
The packet delivery rate is defined below.

Definition 9. Packet delivery rate is defined as the percentage of
the total packets successfully delivered from any source sensor
node to the BS.

5.2 Benchmark Solutions

In order to find the solution for the proposed model, the fol-
lowing existing benchmark solutions are used as the basis
for comparison,

� The packet purse model (PPM) [22]
� Sprite: A simple, cheat-proof, credit-based system for

mobile ad-hoc networks [17]
In PPM, the sender bears the total cost of transmitting

sensed data from the source sensor node to the BS. This cost
is calculated in terms of the virtual currency called nuglets.
If the amount is under estimated by the sender, then the
packet is dropped mid-way, and if it is over estimated, then
the sender suffers a loss of nuglets. Moreover, this model
requires a tamper- proof hardware established at each node
for proper deduction and addition of nuglets. Also, the size
of the Packet Purse Header increases than the actual packet
size resulting in slow inefficient packet transmission.

In Sprite, a central authority, known as credit clearance
service (CCS), is implemented. It evaluates the amount of
nuglet to be charged or credited to each node involved in
the packet transmission, based on the submitted receipts of
a message. For message authentication, the sender transfers
a signed message to the next immediate hop node, which
accepts the message only after proper verification of the sig-
nature of the sender nodes. The digital signature and verifi-
cation procedure involves a significant processing
overhead. Moreover, the CPU processing time exceeds an
acceptable limit if any node attempts to send huge number
of messages. The storage and the bandwidth requirement
increases due to the addition of the authentication header
with each message packet.

In pH, the selection of the next-hop node is evaluated
using Equation (4), whereas in PPM [22] and Sprite [17], the
standard selection of next hop node is based on simple
dynamic source routing (DSR) [46], [47] protocol, in which
the physical sensor node closest to the source sensor node is
expected to emerge as the next hop node under ideal chan-
nel conditions. The experiment is repeated 50 times and the
mean of several node parameters is compared for both the
approaches, and is shown in Table 3.

From Table 3, it is evident that the pH selects a better
node, compared to PPM or Sprite, in terms of the mean
residual energy, mean proximity with the BS, mean RSS,
and mean state transition overhead. As the hop selection
algorithm in DSR does not consider the other node parame-
ters, e.g., energy level of a node, RSS intensity, and state
transition overhead, the hop nodes in PPM, and Sprite are
likely to have poor residual energy, or a low RSS intensity.
pH outperforms the other approaches in this regard,
thereby choosing the nodes with the maximum utility.

Fig. 3a illustrates the cumulative energy consumption of
the 10 end-users with the increase in the number of hop
nodes. For every end-user, any source sensor node is sub-
jected to identical sensing phenomenon for pH, PPM, and
Sprite. Hence, the performance comparison is significant in
terms of energy consumption due to transmission, and com-
putation, only. As shown in Fig. 3a, PPM incurs the maxi-
mum computation due to repeated estimation of nuglets for
every round of transmission. In Sprite, the node maintains a
receipt after every transmission. The computation overhead
is less, and is mainly because of the processing and genera-
tion of the receipt. Unlike PPM, and Sprite, the energy con-
sumption due to computation in pH is primarily handled at
the cloud-end. The computational parameters are periodi-
cally fed to the sensor-cloud end through control packets (as
per the assumptions of the model). Thus, the energy con-
sumption due to computation within the physical sensor

TABLE 2
Simulation Setup for pH

Parameters Values

Deployment Area 500 m � 500 m
Deployment Uniform, random
Number of nodes 100
Communication range [100, 200] m
Channel overhead [1, 5]%
Transmission energy 7 nJ/bit
Computation energy 5 nJ/sec
Number of end-users 10
Average user utility 10000
% of C.I. 95 %

TABLE 3
Comparative Study of pH with PPM and Sprite

Mean
Residual

energy (in %)

Mean
Proximity
with BS
(in metre)

Mean RSS
(in units)

Mean state
transition
overhead
(in units)

pH 72:15 203:91 36:6 1:05

PPM, Sprite 37:33 223:67 35:9 1:93

Fig. 3. Comparative study of performance in terms of network
parameters.
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nodes is the least in pH.As observed in Fig. 3a, Sprite leads in
terms of the energy expenditure due to transmission. This is
because Sprite periodically communicates with the CCS,
sending packets containing the receipts of the currency to be
obtained by every physical node. For both PPM, and pH, the
energy expended due to transmission is significantly low.
However, in PPM, retransmission of packet is required
sometimes because of under-estimation of nuglets, thereby
incurring an additional energy overhead. The overall effect
is indicated by the line-plots for the total energy expenditure.

Fig. 3b compares pH, PPM, and Sprite in terms of packet
delivery rate. For 10 end-users, n = f100, 200, 300, 400, 500g
number of nodes, every node is allowed to transmit data to
the BS, under identical channel conditions using pH, PPM,
and Sprite. PPM estimates the nuglets before start of packet
transmission. However, sometimes due to underestimation
of the nuglets, the packets are dropped midway. On the
other hand, Sprite, periodically transmits the receipt of the
messages from each node to the CCS, thereby overloading
the network, and reducing the packet delivery rate. How-
ever, for pH, pricing does not affect the network load at all.
The prices charged are transmitted along with the data
packets to the cloud-end. The computation, and the mone-
tary transactions are handled outside the network, which
increases the chance of the packet delivery rate. Fig. 3b
depicts the variation of the packet delivery rate with the
increase in the number of nodes. For every iteration, the
experiment is repeated for 50 times and the data plot is
shown within a 95 percent Confidence Interval (CI).

The price charged at various time instants by different
sensor owners for a single end-user is also shown. Fig. 4
highlights the sequence of the price charged and the point
at which the optimality is reached. Fig. 4a demonstrates a
five-hop scenario (n ¼ 5) involving five different sensor
owners, where sðn1Þ is the owner of the source sensor node.
As indicated in the figure, sðniÞ initially charges a price,
based on which the price charged by sðniþ1Þ depends. The

price charged at t ¼ 1 increases with time. However, it does
not exceed the equivalent user utility, that we have assumed
to be 10,000. Thus, the tendency is to reach the user-utility as
close as possible, but not exceed it. For the sake of simula-
tion, we define a new metric defined below.

Definition 10. Deviation from the user utility (d) is a metric in the
scale of 0 to 1 that indicates the degree of convergence of the price
charged by the sensor owners to the utility. It is computed as,

d ¼ 1� U � psðiÞ

g2 � g1
: (39)

Practically, d ! 1, but d 6¼ 1. Corresponding to Fig. 4a,
Fig. 5a shows the tendency of convergence of the price
charged with the user utility. In Fig. 4b, the experiment was
done for n ¼ 5, t ¼ 8. At t ¼ 8, we find that sðn1Þ exceeds the
user-utility. From this, we conclude that the price charged by
the sensor owners attains optimality at t ¼ 7, for this simula-
tion setup. Fig. 5b indicates the asymmetry of the pattern at
t ¼ 8, as d > 1. To infer with generality, we performed the
same experiment over a different setup, where n ¼ 10, t ¼ 8,
as shown in Fig 4c. Even with the increase in the number of
hops, it is found that that equilibrium is reached at t ¼ 7.
Fig. 5c supports the equilibrium at t ¼ 7. Figs. 4d and 5d
demonstrate the same effect with a setup of n ¼ 2, t ¼ 8.
Thus, the system attains its equilibrium at t ¼ 7. Hence, with-
out the loss of generality, it can be inferred that for a particu-
lar network setup, the system attains equilibrium after a

finite period of time tf , after which the sequence fpsðniÞt g sta-

bilizes, i.e., 8t 
 tf ; p
sðniÞ
tþ1 ¼ p

sðniÞ
t , and p

sðniÞ
t ¼ p

sðniÞ
tf

.

5.3 Analysis of pI

This section puts forth the performance analysis of pI.
pI primarily provides the pricing scheme for the infra-
structure of virtualization. The simulation setup for pI is
illustrated in Table 4.

Fig. 4. Analysis of price charged (due to hardware) with time.

Fig. 5. Analysis of the tendency of the charged price to converge with the user utility.
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Fig. 6 shows the demand and the user satisfaction ueðtÞ
provided by the cloud for 10 end-users. As per Definition
8, and also following Fig. 6, it is evident that the ueðtÞ
varies with the demand �vsi . The increase in ueðtÞ is clearly
reflected by the increase in demand for the virtual sensors.
However, if the demand is too small, as in the case of end-
user 5, the processing overhead at the sensor-cloud end
increases, thereby reducing the user satisfaction. Fig. 7a
illustrates the variation of the profit acquired by the SCSP,
with time. Initially, at t ¼ 1, the SCSP runs at a loss for
serving the requests of 10 end-users, indicated by the neg-
ative y axis. Only after a period of time, i.e., t ¼ 2 onwards,
significant profit is incurred with the increase in the num-
ber of end-users. Fig. 7b illustrates the timely increment of
the price charged by the SCSP, for a fixed user satisfaction,
and a fixed demand for five time instants. Clearly, end-
users 2 and 3 face 4 increments in the charged price,
whereas the price charged from end-users 9, and 10 are
incremented only thrice. This is because, the SCSP has a
tendency to charge a price close to ueðtÞ, but not exceed it.
This strategy ensures that the end-users are not over-
charged with time. The user satisfaction value of end-user
five is significantly low (because of low demand and low
data urgency), and hence, the SCSP does not get the oppor-
tunity to increase the charged price with time. To examine
the stability of the proposed system, we simulated for a
longer period of time, i.e., for 50 time units, for a single
end-user, as shown in Fig. 8. The increasing demand �vsi

of the end-user, and the corresponding satisfaction uðtÞ are
shown. The price charged by the SCSP increases with the
increase in �vsi . However, at t ¼ 44, it can be seen that the

price remains constant, i.e., pvsið45Þ ¼ pvsið44Þ ¼ pvsið43Þ,
although the demand increases (�ð44Þ; �ð45Þ > �ð43Þ, and
uð43Þ ¼ uð44Þ ¼ uð45Þ), mainly to prevent the price from
exceeding the user satisfaction.

Scalability analysis. Motivated by the works of [5], [6], for
analysis of the system scalability, we perform an experiment
on an increased set of end-users, as shown in Fig. 9. The
experiment involves 10;000 to 50;000 end-users, denoted by
etot. The total demand (�tot) for the end-users are also varied
in terms of the number of virtual sensors allocated and is

computed as, �tot ¼
Petot

j¼1

Pnej
i¼1 �

ej
vsi where, nej is the total

number of component physical sensor nodes of vsi for ej.
With the change in the request for the vsi, the number of the
allocated physical sensors is altered and by changing the

number of allocated vsi, �
ej
vsi is altered formultiple end-users.

As depicted in Fig. 9a, with the increase in �tot, the profit of
the SCSP rðtÞ increases as per Equation (23). Therefore, the
cumulative profit over all the end-users also increases and is
evaluated as

Petot
j¼1 rðtÞej . However, as illustrated through

Fig. 9b, we observe that the average user satisfaction ueðtÞ is
above the threshold vopt and remains almost unchangedwith
the increase in demand. We also observe that with 10;000
and 20;000 end-users, the ueðtÞ has a mean of approximately
47;500 and lies within the interval of ½48;900; 45;600� with
95 percent confidence. However, at larger demands, the
mean user satisfaction tends to lie at a slightly wider interval
of ½44;000; 51;000� with 95 percent confidence, but, the mean
satisfaction stands at 47;400. From this we infer that even
with the increase in larger demands for a greater and varying
number of end-users, the SCSP incurs an increasing positive
profit and the user satisfaction is simultaneouslymaintained.
This justifies the scalability of the system.

5.4 Complexity Analysis

In this section, we analyze the asymptotic computational
complexity of pH, and pI to examine its real-time processing
ability. The complexity of computation is measured in terms
of the simulation time required for the execution of the

TABLE 4
Simulation Setup for pI

Parameters Values

Building cost of VM 4 unit
Building cost of vs 3 unit
Price of VM per unit 5 unit
Price of vs per unit 4 unit
Maintenance Cost of vs per time slot 2 unit
Number of end-users [1, 10]
Number of VMs per user 1
Service rate of SCSP 15 demand/sec
b 0.5

Fig. 6. Analysis of demand and user satisfaction.

Fig. 7. Overall analysis of the profit made by the SCSP.

Fig. 8. Analysis of the correlation of price, demand, and user satisfaction
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algorithms. Fig. 10a demonstrates the variation in the
computational time with the increase in the number of the
underlying physical sensor nodes. The mean simulation
time is observed to be within the interval ½0:27; 0:82� with
95 percent confidence. Thus, we find that the increase in the
number of the physical sensor nodes has significantly low
impact of the computational complexity of pH.

Fig. 10b depicts the computational complexity of pI.
The experiment is executed for serving the requests of a
single end-user with varying demands for a varied
period of time, from 50 to 500 time instants, and the cor-
responding execution time is calculated and analyzed to
examine the computational complexity of pH. The mean
simulation time was found to lie between ½0:21; 0:81�
with 95% confidence. Therefore, both pH and pI are suit-
able for real-time implementation.

5.5 Real-Life Applicability: A Case Study

In this Section, we discuss the real-life applicability of such
pricing schemes. As sensor-cloud is a new dimension of
cloud computing, it has to follow the pay-as-you-go model
of the cloud markets. Thus, it is imperative for the end-users
of sensor-cloud to quantify their usage so that they can be
charged to pay accordingly. A case study for an environ-
ment monitoring application is shown in Fig. 11.

The usage of resources in provisioning Se-aaS is quite
significant to charge the payment from an end-user. The
sensor-owners are also payed on a rental basis. Thus, for
any application fed with data from sensor-cloud has to
undergo through a pricing scheme. From our previous
study [1], [4], [48], we observe that based on the template
specifications, an end-user is allocated one or more virtual

sensor. In Fig. 11, the end-user requests for Se-aaS to serve
an environment monitoring application. During the entire
tenure of obtaining Se-aaS, s/he is liable to pay for his
usage. Herein, comes the motivation of pricing within
sensor-cloud. For usage of every physical sensor, for sens-
ing or communication, some price is charged through pH
and for availing any cloud component over time, price is
charged through pI. The final price payed by the end-user is
distributed to the involved sensor-owners and the SCSP.
Similar to such application, the proposed pricing scheme
can be made applicable to any sensor-based application
served through sensor-cloud.

6 CONCLUSION

In this paper, we have proposed a dynamic pricing model
for rendering Se-aaS through the sensor-cloud infrastruc-
ture into two sections: pH and pI. pH deals with the pricing
scheme for hardware with the aim to maximize the profit of
several sensor owners involved in the data transmission. It
presents the pricing scheme for maximizing the profit of the
SCSP, by considering the user satisfaction at different time
instants. A comparative study of the next hop selection is
done for pH with PPM, and Sprite. It is observed that pH
outperforms the aforesaid models in terms of residual
energy, proximity with BS, RSS, and overhead. Moreover,
pH reduces the cumulative energy consumption, and
increases the packet delivery rate. The analysis of pI shows
how SCSP incurs profit and the user satisfaction is also met,
simultaneously. Finally, the complexity analysis of pH and
pI are also performed and is analyzed to justify their real-
time processing ability.

Fig. 9. Analysis of scalability of the system.
Fig. 10. Overall analysis of the profit made by the SCSP.

Fig. 11. Applicability of pricing within an environment monitoring application.
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